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Why pictures look right when viewed from the

wrong place

Pictures have widespread use because, in the convenient format
of a two-dimensional (2D) surface, they allow viewers to perceive
three-dimensional (3D) scene information. Their usefulness stems, in
large part, from the fact that the viewer’s eye need not be at the
geometrically correct location—the center of projection (CoP)—to
create an acceptable impression of the scene. Painters!™, photogra-
phers®®, cinematographers'®, computer scientists!!'> and vision
scientists!'41% have for years wondered how the perceptual invariance
across viewing position is achieved, and this is the central question
considered here.

Figure la—c demonstrates that the perceived shape of pictured
objects is largely invariant with changes in viewing position. It shows
that perceived shape is determined by more than the pattern of
light striking the eye; it is also affected by the sensed orientation of
the picture surface. Here we examine the visual mechanisms underlying
these phenomena. Do the mechanisms rely on the geometry of
the depicted scene? Or do they rely simply on the orientation of the
picture surface?

Before addressing these questions, we explain the principle for
creating pictures: perspective projection. Figure 2a—e illustrates
the projection of a 3D scene onto a picture or projection
plane, and its subsequent projection onto the retina. Light rays
from the scene are projected toward the CoP, creating the light
field?® or optic array?!. The picture is the intersection of the
light field with the projection plane. The dimensions of the image
of an object in the picture are affected by two factors: projective
scaling (expansion as the distance from the CoP to the projection
plane increases) and projective stretching (lengthening in the
direction of the slant of the surface). For a sphere stretching is
indicated by the difference between the horizontal and vertical
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A picture viewed from its center of projection generates the same retinal image as the original scene, so the viewer perceives the
scene correctly. When a picture is viewed from other locations, the retinal image specifies a different scene, but we normally do
not notice the changes. We investigated the mechanism underlying this perceptual invariance by studying the perceived shapes
of pictured objects viewed from various locations. We also manipulated information about the orientation of the picture surface.
When binocular information for surface orientation was available, perceived shape was nearly invariant across a wide range of
viewing angles. By varying the projection angle and the position of a stimulus in the picture, we found that invariance is achieved
through an estimate of local surface orientation, not from geometric information in the picture. We present a model that explains
invariance and other phenomena (such as perceived distortions in wide-angle pictures).

dimensions of its image in the projection plane:
a= A(p/d)/cos(S)
b~ B(p/d)
where d and p are the distances from the CoP to the sphere and the
projection plane, respectively, and S is the slant of the plane at the point
of interest. Equations (1) become exact as the size of the region in the
picture approaches zero??. The scaling effect (p/d) applies equally to a
and b, whereas the stretching (1/cos(S)) applies only to a. To a first
approximation, the shape of the image of a sphere is affected only by
stretching; for an object such as a slanted plane, however, the left and
right edges of the image will be scaled differently in the projection
plane, and thus both scaling and stretching come into play.

When an observer views the picture, there is a second projection
from the picture to the retina. This causes two effects: scaling and
foreshortening. For the picture of a sphere, the angular dimensions of
the image at the retina are (Fig. 2e):

~ a(f /v)cos(Siocal)
B b
where v is the distance from the eye to the picture surface, fis the eye’s
focal length and Sy, is the viewing slant. Thus, the retinal image is
foreshortened in the direction of picture-surface slant and scaled
according to the viewing distance and focal length.

When a picture is viewed from the CoP, the effects of the two
projections (from the object to the projection plane, and from the
projection plane to the retina) cancel, so that the dimensions of the
retinal image are equal to those that would be created by the actual 3D
scene (for example, for a sphere, the retinal aspect ratio o/p remains
equal to the depicted ratio A/B at a value of 1). Hence the retinal images
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Figure 1 Demonstration of invariance with

oblique viewing. (a) Conventional photograph of a

an office scene. Focal length was 45 mm for
35-mm film. Hold the photograph at a distance of
approximately twice its height and view it with
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both eyes. Observe the apparent shapes of the
cup, book and table. Now rotate it about a vertical
axis ~45° counterclockwise (bringing the left
side nearer) while viewing binocularly. The shapes
appear to be relatively undistorted despite the
oblique viewing position, which alters the retinal
image significantly. View the rotated picture a
monocularly through a pinhole and the apparent

shapes appear rather distorted. (b,c) Photographs

of the photograph a taken from the approximate
locations of each eye when viewing the rotated
picture. Hold the page parallel to your forehead at

the same distance as before. View b with the right eye or ¢ with the left eye. The shapes of the objects in the retinal images are about the same as they were
with the rotated view of a. However, the perceived shapes are more distorted than they were with binocular viewing of the rotated a. Now cross-fuse b and ¢
(direct left eye toward c and right eye toward b, and then examine the binocularly fused image). Apparent shapes of objects in the fused (and apparently
slanted) image are less distorted than when b or ¢ is viewed separately. The demonstrations are best viewed when projected to large size (so that the CoP
distance is greater). Interested readers can obtain the image files and instructions from Supplementary Figure 8 online.

created by the scene and the picture are identical for an eye at the CoP
(Fig. 2b). From other viewing positions, the two effects do not cancel,
so that the retinal image of the picture differs from the retinal image of
the scene (Fig. 2c,d). Nonetheless, the perceived aspect ratio (A/B)
remains similar to the depicted ratio (A/B)>7!>2, Again, our central
question is how such invariance is achieved.

One explanation for invariance is that pictures are typically viewed
from small viewing angles (that is, from near the CoP), and thus
changes in the retinal image are too small to be noticed>'8. Another
explanation states that invariance is a byproduct of the viewer’s
expectations of familiar shapes (such as faces) or shapes that follow
certain geometric rules (right angles, parallel sides, symmetry) and that
these expectations allow the viewer to tolerate noticeable distor-
tions?#2>, However, the demonstration in Figure la—c is inconsistent
with these explanations.

Another class of explanations proposes compensatory mechanisms
that are specific to pictures, based on the claim that an observer at an
incorrect viewing position achieves invariance by recovering the true
CoP and then reinterpreting the retinal image accordingly. There
are two such proposals: the pictorial-compensation and surface-
compensation hypotheses.

The pictorial-compensation method uses geometric information
present in the picture. Any set of parallel lines in the scene, such as
parallel sides of a cube, converges in the projection plane (and therefore
in the picture) to produce a vanishing point. The CoP can be computed
from three such vanishing points on the picture surface, assuming that
the points were generated from orthogonal pairs of parallel
lines>*12:26:27 Thus, for instance, the CoP could be computed from
the vanishing points generated by a cube in the scene. Alternatively, if
we assume that the CoP lies on the central surface normal, only two
vanishing points are required to determine its location!®. The pictorial-
compensation method also requires information about the orientation
of the picture surface and its distance from the viewer, because the
3D positions of the vanishing points relative to the observer must
be known>*12,

The surface-compensation metho also involves estimating
the CoP position but without using the picture’s contents. The CoP is
assumed to lie on the central surface normal; that is, the picture is
assumed to be a normal projection (with the projection plane ortho-
gonal to the optic axis, as in Fig. 2a,e). The CoP is determined from a

d15,25,28

measurement of the slant of the surface at the middle of the picture,
along with an estimate of the distance from this point to the CoP. The
distance estimate might be derived from a heuristic based on the size of
picture: for example, an assumption that the distance from the CoP to
the picture is two times the width of the picture!®.

Once the CoP has been estimated by either the pictorial- or the
surface-compensation method, the retinal image is adjusted to account
for the distortions resulting from the displacement of the viewing
position from the CoP. In principle, pictorial compensation yields
geometrically correct compensation in all situations; surface compen-
sation does so only if the picture is a normal projection and if the
estimate of the CoP distance to the picture happens to be correct.

An alternative explanation, the local-slant hypothesis, suggests that
location of the CoP is not recovered. Instead, the observed invariance is
due to an adjustment of the retinal-image shape based on measure-
ments of the local slant of the picture surface at the point of interest.
This hypothesis does not require estimates of the location of or distance
to the CoP. Each point on the picture surface has an orientation with
respect to the line of sight from the eye to that point (Fig. 2e). That
orientation is specified by the slant (S) and the tilt (that is, the direction
of the slant)?®. The hypothesis states that the visual system estimates the
orientation of the picture surface at each point of interest—whether
such a point lies in the middle of the picture—and uses these estimates
to adjust the dimensions of the image formed on the retina. The
adjustment undoes the perspective effects (foreshortening and scaling
in the projection to the retina) caused by the slant of the picture surface
in the region of interest (equations (2)). For an ovoid, the adjustment
yields a perceived width-to-height aspect ratio of

A/B = (2/B)/c0s(Siocat) (3)

In the compensation hypotheses, the retinal image is adjusted only for
the portion of the viewing slant caused by the incorrect viewing
position: S.,mp in Figure 2e. For an ovoid, the adjustment is:

A/B = (0t/B)/c05(Scomp) (4)

The two sets of hypotheses—compensation and local slant—make
different predictions in many cases. For example, when the eye is at the
CoP, the pictorial- and surface-compensation hypotheses claim that no
adjustment is made for any region of the picture because Scomp = 0. In
contrast, the local-slant hypothesis predicts that adjustments will be
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made in regions away from the picture center because Sjocy # 0 at such
points. For this reason, the local-slant method does not always yield a
geometrically correct estimate, a point we return to later.

When pictures are viewed obliquely, perspective in the retinal image
is affected by both the slant of the picture surface and the geometry
of the scene depicted in the picture. Consider, for example, a picture
whose contents are a regularly textured, rectangular plane slanted
about the vertical axis (Fig. 3a). The perceived slant of the depicted
plane is determined by the foreshortening of individual texture
elements and the convergence of horizontal lines in the picture. If
one views the picture from a horizontally displaced viewpoint, similar
perspective effects are caused by the slant of the picture surface
(equations (2)). To perceive the depicted plane properly, the viewer
should discount only those perspective effects that result from the
obliqueness of the viewpoint and not those caused by the picture’s
content. The pictorial- and surface-compensation methods segregate
the two causes by estimating the position of the CoP and then
interpreting the picture from that position. The local-slant method
segregates by measuring the slant of the picture surface at the position
of interest; two slant cues, both unaffected by the picture’s contents,
would work for this measurement: binocular disparity and perspective
of the picture frame.

ARTICLES

Figure 2 Perspective projection and pictures. (a) Perspective projection of a
3D scene onto a projection plane. The scene is projected toward the CoP,
creating a set of light rays called the light field. The picture is the intersection
of the light field with the projection plane. The projections of the middle and
right spheres create a circle and ellipse, respectively. The scene and picture
create the same light field when viewed from the CoP. The orientation of the
picture surface at a point can be described by its slant (S, angle between
surface normal N and line from CoP to the point) and tilt (direction of slant).
In equations (1), the dimensions of the occluding contours of the depicted
objects are measured in the tilt direction (A) and orthogonal direction (B)22.
aand b are, respectively, the horizontal and vertical dimensions of the image
on the projection plane. (b) The image of the original scene for an eye at CoP
and the image of the picture for an eye at CoP. The images are identical. The
icon on the right is a plan view of the situation. (c) Image of original scene for
an eye at O. (d) Image of the picture of the original scene received by an eye
at 0, and not at CoP. The received image is a double projection: one to create
the picture and another to create the retinal image of the picture. (e) Plan
view of the projection to the retina. The eye at O views an image on the
projection plane. The center of projection is CoP. A picture element with
width a is projected forming retinal angle o (equations (2); B not shown here).
M is the picture’s midpoint; the arrow from M is the central surface normal.
P is another point in the picture; the arrow is its surface normal. The surface
slants at M and P are Sgisplay and Siocal, respectively.

We conducted experiments in which we manipulated how pictures
were created and viewed. With these manipulations, the three main
hypotheses—pictorial compensation®*121924 gurface compensa-
tion!>212>26 and local slant’—generated different predictions. Invar-
iance was observed with binocular but not monocular viewing. The
observed results were consistent with the local-slant hypothesis but not
with the pictorial- and surface-compensation hypotheses.

RESULTS

We presented observers with two kinds of objects: slanted planes
(Fig. 3a) and ovoids (Fig. 3b). They viewed the stimuli on a fronto-
parallel or slanted display (viewing angle = Syisplay> Fig. 3c). With the
ovoids, observers reported whether the object was too wide or too
narrow relative to its height to be a sphere. For judgments to be
invariant with changes in viewing angle, the observer must take the
viewing obliqueness into account. In principle, the task can be
performed with perceived 2D shape; that is, based on judging if the
outline of the sphere is a circle on the picture surface. To examine the
viewer’s ability to segregate the perspective effects caused by oblique
viewing from those caused by the picture’s contents, we used the
slanted-plane task (Fig. 3a). Observers reported whether a rectangular
plane rotated about a vertical axis was too wide or too narrow to be a
square. For judgments to be invariant, the observer must take into
account both the viewing obliqueness and the slant depicted in the
picture. Based on trial-by-trial responses, we used a staircase method to
determine the aspect ratio (that is, the ratio of horizontal to vertical
dimensions) of the ovoid (or plane) that, on average, generated a
spherical (or square) percept.

We varied the amount of information available for estimating the
slant of the display screen and its distance from the viewer: from least
informative to most, the conditions were (i) monocular viewing
through an aperture such that the frame of the screen was invisible,
(ii) monocular viewing without an aperture such that the frame was
visible and (iii) binocular viewing without apertures such that the
frame was visible and binocular disparity was available.

Experiment 1: Is perceptual invariance observed?
We first asked whether invariance occurs over a wide range of viewing
angles. In this experiment, observers viewed pictures with the display
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rotated by different amounts (Sgisplay, Fig. 3c). The pictures were
created by normal projection; thus the CoP always lay on the central
surface normal.

The results are shown in Figure 3d—f and Supplementary Figures 1
and 2 online. When observers had very little information about the
slant of the display (monocular viewing through an aperture), the
aspect ratio settings were not invariant over viewing angle, consistent
with the observers basing their judgments solely on the shape of the
retinal image. When observers had rich slant information (binocular
viewing with frame visible), the aspect ratio settings were invariant over
viewing angle, particularly when viewing angle was less than [45°|; that
is, observers based their judgments on a retinal image shape that was
first adjusted for incorrect viewing position. When the display was
viewed monocularly with the frame visible, the aspect ratios were in
between those corresponding to the retinal and invariance conditions,
but closer to the retinal. Thus, shapes that looked spherical or square
under binocular viewing looked very different under monocular view-
ing. This disproves the small-distortion®'® and familiar-shape?»?>
hypotheses (when applied to large slants) because those hypotheses
predict no such difference.

The data from the first experiment are summarized in Figure 3f.
When rich surface-slant information was available, all observers in both
tasks showed invariance. When surface-slant information was limited,
invariance was not observed in either task: rather, aspect ratios were
dictated by the shape of the retinal image. Thus the better the surface-
slant information, the greater the invariance; this observation is
consistent with earlier work?>?>, The relatively small effect of frame
visibility (monocular with frame visible condition) is slightly at odds

Figure 3 Stimuli, predictions and results for the first experiment.

(a) Stimulus in slanted plane task. (b) Stimulus in ovoid task with rich
pictorial information. (c) Plan view of projection and viewing angles.
Projection was frontoparallel and the display screen was rotated about a
vertical axis to vary the viewing angle, Syispiay. The stimulus was in the
display’s center. (d) Predictions and results for one observer in ovoid task.
Aspect ratio of the ovoid’s image on the picture surface is plotted as a
function of viewing angle. If invariance occurred, the aspect ratio would lie on
the horizontal line (a/b = 1) because settings would be circular on the picture
surface (invariance predictions). The dotted curve indicates the predicted
aspect ratio if the percept were determined by the shape of the retinal image
(retinal predictions). In this case, the aspect ratio of the ovoid’s image must
increase with increases in viewing angle to maintain a circular retinal
projection (o/f = 1). Symbols represent the data: red circles for monocular
viewing with picture frame not visible (MA); orange triangles for monocular
viewing with frame visible (MF); blue squares for binocular with frame visible
(BF). Error bars represent 98% confidence intervals. (e) Predictions and
results for slanted-plane task. Data from one observer; depicted slant =
22.5°. The horizontal line (invariance) indicates the predicted aspect ratio if
the percept were determined only by the shape of the depicted object in the
scene (ratio of 1 on depicted plane). Dotted curve is the predicted aspect
ratio if the percept were determined by retinal-image shape only (retinal).

(f) Invariance indices for all observers, tasks and viewing conditions. The
index is the sum-of-squares error between the data and invariance
predictions, normalized by the sum of errors in the invariance and no-
invariance predictions. 1 indicates complete invariance and O no invariance.

with previous work?®3?, a point we discuss later. The results in the
slanted-plane task indicate that, when binocular slant information was
available, observers segregated the perspective effects caused by oblique
viewing from those caused by picture contents.

Experiment 2: Does pictorial information underlie invariance?

Having established that binocular viewing yields perceptual invariance
despite large changes in viewing angle, we next asked whether pictorial
information (that is, the contents of the picture) has a role in the
observed invariance. To answer this, we dissociated the geometric
information provided by the picture contents from the information
provided by surface slant. Specifically, we created pictures in which the
projection plane was rotated (S, in Figs. 4 and 5a) and had observers
view them from the CoP (Sgisplay = Sproj)- An eye at the CoP receives the
same pattern of light for all projection angles, (Spyj) and so the retinal
image does not change no matter what the projection angle is. Because
the observer is already at the CoP, pictorial compensation predicts that
no adjustments for oblique viewing will occur, and therefore that the
settings will follow those predicted from the retinal image alone. The

Figure 4 Rotating the projection plane. (a) The same scene as in Figure 2a.
The projection plane is rotated through angle Sy;. (b) Plan view of the
situation in a. (c) The resulting picture, viewed from point O, along the
central surface normal rather than from the CoP. Note that it is quite different
from the picture of the same scene with normal projection (Fig. 2b).
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shapes of the objects in the picture, however, change significantly
with changes in projection angle (compare Figs. 4c and 2b). As a
consequence, theories of compensation based on measurement of the
surface slant—the surface-compensation and local-slant hypotheses—
o) predict that the pictures will look quite different as Spr; changes
(because the pictures themselves change).

In this experiment, observers viewed pictures generated with differ-
ent projection angles from the CoP (such that Sgiplay = Sprojp S€€
Fig. 5a). Observers again judged aspect ratios of ovoids and slanted
planes. The results for the ovoid task are shown in Figure 5b and
Supplementary Figure 3 online. With binocular viewing, the aspect
ratios were consistent with the surface-compensation and local-slant
predictions, particularly when the viewing angle was less than |45°|.
This means that a geometrically correct picture viewed binocularly
from the CoP looked distorted when the display and projection screens
were rotated. Observers behaved as if they were viewing the picture
from the picture’s central surface normal rather than from the CoP.
This observation is clearly inconsistent with the pictorial-compensa-
tion hypothesis. With monocular viewing through an aperture, aspect
ratios were consistent with the retinal predictions, meaning that a
geometrically correct picture viewed from the CoP looked undistorted.
In the monocular condition with the frame visible, the data were close
to the retinal predictions. The results were very similar in the slanted-
plane task (Fig. 5¢, Supplementary Fig. 4 online).

The pictorial-compensation hypothesis requires geometric informa-
tion in the picture’s contents; thus by this hypothesis, more invariance
should be observed with geometric information present than with it
absent. To test this, we eliminated the information for vanishing points

© 2005 Nature Publishing Group
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(Fig. 5d) and redid the ovoid task. The binocular settings were the same
with and without geometric information (Fig. 5b, Supplementary
Fig. 3), which is inconsistent with the pictorial-compensation hypoth-
esis. We looked still further for evidence of pictorial compensation by
creating a condition in which neither the surface-compensation nor the
local-slant mechanism would be triggered (Supplementary Fig. 5
online). Again, the data showed no evidence for pictorial compensation.

The results of the second experiment are summarized in Figure 5e.
With binocular viewing, observers’ aspect ratios were consistent with the
surface-compensation and local-slant hypotheses. With monocular
viewing, they were consistent with what one would expect if settings
were based on the pattern of light striking the eyes (that is, the retinal
predictions). In conjunction with the results from the first experiment,
this leads us to conclude that adjustment for oblique viewing, when it
occurs, is based on surface slant and not on geometric information in the
picture. The results thus disprove the pictorial-compensation hypothesis.

Experiment 3: Is the invariance mechanism local?

In the first two experiments, the target objects were presented in the
middle of the picture, where Sjocal = Scomp and equations (3) and (4)
become identical (Fig. 2e). For this reason, the results were consistent
with both the surface-compensation and local-slant hypotheses. We
next tested which of the two provides a better account. We presented
target objects at the middle of the display screen (where Sjocal = Scomp)
and toward the edges of the screen (where Sjgcal # Scomps Fig. 6a,b).
Observers judged the aspect ratios of ovoids on a frontoparallel or
slanted display screen (Fig. 6¢—f and Supplementary Fig. 6 online).
With binocular viewing, aspect ratios were consistent with the local-
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(or longer) than the true distance, predictions in ¢ and d would curve upward more (or less) steeply. Horizontal lines are local-slant predictions; by this hypothesis,
observers would set ovoids anywhere on the screen to circles, whether or not the display is rotated; a/b = 1, local-slant prediction. Red circles and blue squares
represent the same viewing conditions as in Figure 3. (e) Indices for local slant versus retinal. The index is the sum-of-squares error in the local-slant prediction,
normalized by the sum of that error and the error in the retinal prediction. 1 indicates settings based on local-slant hypothesis and O indicates the retinal strategy.
(f) Indices for local slant versus surface compensation. 1 indicates settings based on local-slant and O settings based on surface compensation.

slant predictions, and with monocular viewing through an aperture
they were consistent with retinal predictions. We conclude that
perceptual invariance, when it occurs, is based on measurement of
the local slant of the picture surface and adjustments to the perspective
effects caused by that slant. As indicated earlier, the local-slant method
does not always yield a geometrically correct result, particularly with
wide fields of view. We return to this issue later.

Model of adjusting for oblique viewing

An elaboration of the local-slant hypothesis provides an excellent
explanation for our data. This model has three parts: (i) estimate the
slant and tilt of the picture surface at each point of interest without
contamination by 3D cues in the picture’s contents, (ii) adjust the
retinal image to, in effect, undo the perspective effects of viewing a
slanted picture surface and (iii) interpret the 3D cues in the picture’s
contents. Our work concerns the first two parts.

1. Estimating the local slant. Binocular disparity and the perspective
of the picture frame are useful cues for estimating the slant of a picture
surface without contamination by the picture’s contents. Bayes’ Law
prescribes how to weight evidence from various depth cues in order to
obtain the most accurate estimate possible>'>4, With no immediate
consequences of the estimate (that is, payoffs or penalties), the
maximum a posteriori estimate (MAP) should be the one that is the
most probable given the image data and prior information. The MAP
estimate for local slant derives from

P(Siocatli) < p(i]Siocat)P(Stocal) (5)

where Sjocy is the local surface slant and i is the input to the eyes.
PG | Siocal) is the likelihood function: the probability of observing
various inputs given a particular slant presented to the eyes. p(Sjocal) 1S

the prior probability of observing different slants at the eyes based
on previous experience. Assuming that disparity and the frame’s
perspective are conditionally independent (that their noises are statis-
tically independent), we can re-write equation (5) as

p(slocallid7 lf) X P(ld |Slocal)P(if |Slocal)p(slocal) (6)

where d and f refer to the disparity and frame cues, respectively. In our
model, the visual system uses the maximum value of P(Sjyc | ig,7f) as its
estimate of the local slant of the picture surface.

2. Undoing the perspective effects. The MAP estimate from
equation (6) is input to equation (3) such that the estimated
perspective effects due to oblique viewing are undone. The correct-
ness of this step depends on the accuracy of the slant estimate
from equation (6).

3. Interpreting the picture. Once the estimated foreshortening has
been undone, the remaining perspective information is used to inter-
pret the picture’s contents. The correctness of the interpretation
obviously depends on the accuracy of the preceding steps.

Whenever the standard deviation of either likelihood in equation (6)
is much smaller than that of the prior, the MAP estimate is close to the
slant presented to the eyes. Whenever the standard deviations are much
larger, the estimate approaches the peak of the prior distribution. From
the geometry, the prior probability is proportional to cos(Sjoca)—
defined from —90° to 90°—because steeply slanted surfaces project to
small retinal images**. The half cosine has a peak at Sj,c; = 0 and
standard deviation &40°. With binocular viewing, the standard devia-
tion of the disparity likelihood at our distance of 45 cm is
6-10° (ref. 34), which is much smaller than the standard deviation
of the prior; thus, the MAP estimate of slant will be close to the
presented slant. This would yield nearly complete invariance, as
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Figure 7 Wide-angle distortions, anamorphic painting and architectural
photography. (a) Wide-angle photograph of office scene. Lens focal length
was 16 mm. CoP distance is two-thirds of the picture height. When viewed
binocularly from the CoP, objects near the picture’s edges look distorted.
Thus wide-angle pictures can appear distorted when viewed correctly. When
viewed monocularly from the CoP through a pinhole, objects look much

less distorted. It is difficult to view these images from the CoP because

that distance is so short. Interested readers should project the images to
larger size, thereby increasing the CoP distance. Obtain image files from
Supplementary Figure 8. (b) The Ambassadors, by Hans Holbein the Younger.
When viewed from straight ahead, one sees a diagonal smear near the
bottom. When viewed with one eye from the right and above, the smear is
perceived as a skull. (c) Conventional photograph of tall buildings (courtesy
http://philip.greenspun.com). The projection plane is frontoparallel. When
viewed binocularly from the CoP (along the central surface normal at a
distance of two-thirds the photograph width), the buildings appear to lean
toward one another. When viewed monocularly from the CoP through a
pinhole, the scene looks more three-dimensional and the buildings lean to a
lesser degree. (d) Photograph of same scene with projection plane rotated by
21°. View binocularly from straight ahead at same distance as c, and the

Q0 buildings no longer appear to lean. When viewed binocularly from the CoP

(21° below the central surface normal), the rotated-projection photograph
yields the same retinal images as the conventional photograph c, but the
perceptual outcome is quite different. When d is viewed monocularly through
the pinhole from the CoP, the percept is similar to that generated when c is
viewed from its CoP. Thus, the change in surface slant with CoP viewing of

c and d alters the percept. When the change in slant cannot be detected
(monocular viewing through a pinhole), the percepts are more similar because
the light fields created by the two photographs are the same. The effects are
best tested by projecting ¢ and d onto a large screen, thereby increasing the
CoP distance. Obtain image files from Supplementary Figure 8.

we observed. With monocular viewing through an aperture, the
surface slant cannot be estimated reliably; as a result, the standard
deviation of the likelihood is very large and the MAP estimate
approaches 0°, the peak of the prior distribution. This would yield
no invariance, as we observed.

We observed partial failures of invariance under binocular viewing
when the viewing angle was greater than |45°| (Figs. 3d and 5b;
Supplementary Figs. 1 and 3). At large slants, the disparity gradient
becomes large and the ability to fuse the stimulus and estimate its slant
is compromised®3% by our model, the standard deviation of the
disparity likelihood increases, so the prior pushes the MAP slant
estimate toward 0°, resulting in less invariance.

ARTICLES

We found no effect of manipulating the geometric contents of the
picture (Fig. 5b). This result is consistent with the model because none of
the model’s measurements depend on the picture’s contents (provided
there is sufficient spatial variation to allow disparity measurements).

According to our model, binocular disparity and the perspective of
the picture frame can both be used to estimate surface slant. We
observed a large effect of disparity but only a small effect of the frame
(Figs. 3d and 5b). The latter could have been the consequence of
stimulus and task characteristics: observers generally fixated and
attended to the target in the center of the display and so may not
have picked up the slant information from the frame, which fell in the
retinal periphery. This would be expressed as a large standard deviation
for the frame likelihood in equation (6), which in turn would yield little
effect on the MAP slant estimate.

DISCUSSION

Comparison with previous work

Our results support the local-slant hypothesis and contradict the
notion that invariance is achieved by recovering the position of
the CoP. Previous studies demonstrated that picture viewing was
invariant with respect to viewing obliqueness when surface-slant
information was available”1417:21:232°. None showed that the
underlying mechanism is local slant, but one researcher came close’.
One report!” claimed that invariance for oblique viewing depends
greatly on the task. In this study, observers looked at pictures
from different viewing angles and reported either the 3D layout of
the scene in the picture or the orientation of objects in the scene
with respect to the observer. Nearly complete invariance was observed
in the layout condition and virtually none in the orientation condi-
tion. These results are not incompatible with ours. When observers
were asked about the layout of the scene, their judgments should
have been made in the coordinates of the depicted scene, and viewing
obliqueness should have been taken into account. When asked
about orientation relative to the self, the judgment should have been
made in observer coordinates where there is no need to take viewing
obliqueness into account.

Some previous reports concluded that adjustment for oblique view-
ing is not based on the slant of the picture surface'®, which disagrees
with our findings. In these studies, observers rated perceptual qualities
(“rigidity” and “distortion”) of pictures constructed with rotated
projection planes. But the authors did not calculate the rigidity or
distortion that should have been reported if no adjustment occurred, so
one cannot determine whether those data are actually consistent with
surface-based adjustment or not.

Does invariance require special pictorial mechanisms?

Investigators have debated whether picture viewing requires special
mechanisms'#~1%. Our data and analysis suggest a new way to evaluate
this issue. A person viewing the picture from an arbitrary viewing
position must treat separately two perspective effects at the retina: the
perspective that is due to oblique viewing and the perspective that is
due to the picture’s contents. We believe that both of these are
manifestations of everyday visual functions and not mechanisms
specific to pictures. Adjusting for obliqueness is demonstrated when
a person reaches to pick up an object. For instance, consider a book
lying in front of the viewer on a desk. The book is slanted relative to the
line of sight, so the viewer must first estimate the book’s width from the
foreshortened retinal image in order to open the hand by the right
amount to pick the book up. People are very good at this®’; that is, they
show shape constancy®®®. Interpreting a picture’s contents is a
manifestation of inferring 3D layout from the variety of depth cues
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available in the picture, in a similar way that depth cues from a real
object are interpreted.

The mechanism that is special to pictures is that adjustments to
oblique viewing seem to occur before the contents of the picture are
interpreted, such that the perspective effects are segregated according to
their cause. The interpretation of the 3D layout of the picture’s contents
is thus not contaminated by the perspective distortions caused by
oblique viewing.

Distortions with wide-angle pictures

Figure 7a shows another important effect: distortion of perceived
object shape in wide-angle pictures, a well-known phenomenon in
photography and computer graphics®”!13, The local-slant model
predicts such distortions even with geometrically correct pictures
viewed binocularly from the CoP.

Photography textbooks recommend choosing a particular lens focal
length given the size of the film in order to produce the most useful
and realistic photographs. The recommended focal length is usually
40-50% greater than the film width; thus, for example, 35-mm film
would require a lens of focal length between 49 and 53 mm®%°, What is
the basis for this recommendation? Longer focal lengths yield small
fields of view when viewed from the CoP and are therefore generally
undesirable. But what determines the shortest useful focal length? The
textbooks state vaguely that the 40-50% rule creates “a field of view
that corresponds to that of normal vision,”® or “the same perspective as
the human eye”3,

Our analysis offers an explanation for the focal-length recommenda-
tion. From the geometry of projection,

0 = 2tan™" (%)

where w is film width, f is focal length and 6 is the photograph’s
angular subtense when viewed from the CoP. Assuming that a 5%
deviation from the correct aspect ratio is readily detectable*®, we can
determine what field of view yields deviations of this magnitude.
From equation (1), the value of Sjc, vielding a deviation of 5%
is 18°. To ensure that Sjo, is not larger than 18°, 6 must be 36° or
smaller. Then for w = 35 mm and 6 = 36°, f = 54 mm, which is
quite close to the recommended 49-53 mm. A related recommendation
is that a perspective painting, when viewed from the CoP, should
subtend no more than ~37° x 28° (refs. 2 and 3), again close to the
predicted value.

We suggest that the recommendations for both photography and
perspective painting are based on the largest field of view that does not
produce perceived distortions due to the local-slant mechanism. One
could, in principle, circumvent this problem by creating a display
surface for which the local slant is zero everywhere. This would be a
hemisphere with the viewer’s eyes positioned at the center*!.

(7)

The anamorphic effect and architectural photography

The great majority of photographs and paintings are normal pro-
jections: the projection plane is perpendicular to a line from the
CoP to the picture center (Figs. 2a,e; Spro; = 0 in Fig. 4a). Here
we describe two interesting examples in which rotated projections are
used (Sproj # 0).

Anamorphic paintings, like Holbein’s The Ambassadors (Fig. 7b), are
images created by large rotations of the projection plane for part of the
picture (Sproj > 60°)*2. Viewing Holbein’s painting from near the
central surface normal, one sees an uninterpretable diagonal smear near
the bottom. Most of the painting was created by a normal projection
with a CoP on the central surface normal. The smear was created by a

rotated projection of a skull with the CoP up and to the right of center.
When the viewer moves up and to the right, the smear is seen as a skull.
Our analysis explains why the skull is not perceived as such until the
painting is viewed obliquely. For a viewer positioned near the central
normal, the smear’s retinal image is not at all like the image of a skull
and so the skull is not perceived. For a viewer at the skull’s CoP,
however, the retinal image of the smear is like the image of a skull. But
the viewer is also looking oblique to the picture surface, so if complete
adjustment for viewing angle occurred, the percept would be more
similar to the image on the surface than to the one on the retina, and
again the smear could not be interpreted. However, when viewing from
the very oblique position of the CoP, the estimate of the local surface
slant becomes uncertain because the slant is so great: the best estimate
approaches zero (equation (6)), and little if any adjustment for viewing
obliqueness occurs (equation (3)). Consequently, a viewer approaching
the skull’s CoP sees the shape dictated by the retinal image rather than
the shape on the surface.

A related phenomenon occurs in architectural photography. In a
conventional photograph of tall buildings (Fig. 7c), the CoP is on the
central normal. Because the camera was pitched upward, the vertical
edges of the buildings converge toward the top, creating the disconcert-
ing impression that the buildings are leaning toward one another.
Photographers counteract the keystoning effect by rotating the film
plane relative to the camera’s optic axis®’. In a photograph of the same
scene with the film plane rotated about a horizontal axis (Fig. 7d), the
CoP is now below the central surface normal. Rotating the film plane is
equivalent to rotating the projection plane as we did in the second
experiment. In this case, the apparent perspective distortion is undone
by the rotation, and the buildings no longer appear to lean inward.
Both of these effects—leaning in the conventional photograph and
straightening in the rotated photograph—are caused by the viewer
perceiving the relationship between the vertical edges on the surface of
the picture rather than their relationship in 3D.

METHODS

Six observers participated. Two were authors; the others were unaware
of the experimental aims. All but B.G.S. and J.L.L. were experienced
psychophysical observers.

Display and viewing parameters. The visual stimuli were generated
using ray tracing (POV-Ray) and were displayed on a 2I-inch
(~53 cm) display screen (NEC model FP-2141). Image size was 38.4 x
24.5 cm when the frame was not occluded. The highest luminances
were 0.7 cd/m? for the ovoid stimuli and 2.8 cd/m? for the slanted-
plane stimuli. Both were high in contrast, but we cannot summarize
the contrast with one number because the stimuli were complex. The
display screen was mounted on a rotating and translating platform.
We used a sighting device to determine the positions of the centers of
rotation of the two eyes relative to the bite bar*®. During the experi-
ments, the bite bar was mounted on the same platform as the display
screen, so that the viewing distance and angle from the screen were set
precisely. The right (viewing) eye was aligned with the center of the
display in the monocular conditions, and the cyclopean eye was in the
binocular conditions. (All of our predictions in the binocular condi-
tions are based on the images as they would be seen from the cyclopean
position. The left and right eyes were slightly displaced from that
position, so the predicted settings would be slightly different if the
observer used one eye only. With a viewing distance of 45 cm and
interocular distance of 6 cm, the change in predicted aspect ratio would
be less than 10%.) Images were spatially calibrated for each viewing
angle and distance**. With this technique, image distortions due to
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spatial inhomogeneities in the display and prismatic distortion by the
faceplate were eliminated.

Viewing distance (the distance from the eye’s center of rotation to the
center of the phosphor grid of the display screen) was 45 cm for all
experiments except the third in which it was 35 cm. Thus, in the first
two experiments, the field of view was 45.7° x 30.5° when the display
was frontoparallel and the frame was not occluded. In the third
experiment, the field of view was 57.0° x 38.6°, again when the display
was frontoparallel and the frame was not occluded. The CoP distance
was 45 cm in the first two experiments and 35 cm in the third. The
display was presented at seven viewing angles (Sgjsplay = —45°, —30°,
—15°% 0° 15°% 30° and 45°) in the first two experiments and at
two angles (0° and 20°) in the third. In each case, the display was
rotated about a vertical axis in the center of its phosphor plane, so
that the viewing distance did not change. Each viewing angle was
presented in a separate experimental session; the sessions were run in
random order.

For monocular viewing through an aperture, the room was com-
pletely dark and the display was visible only through an 8 x 6 mm oval
aperture placed 1-2 cm from the cornea. The frame of the display was
invisible. Observers could not determine the slant of the display screen
in this viewing condition. Changes in viewing angle from one session to
the next were done behind a curtain so that the observer could not see
the change. For monocular viewing without an aperture and binocular
viewing without apertures, the room was dimly lit so the entire
apparatus, including the display frame, was visible.

Stimulus design. The stimuli in the ovoid task were realistic scenes
consisting of a target ovoid lying on a ground plane and 10-20 other
objects also lying on the ground plane. Shading was appropriate for
surfaces with matte and specular components illuminated by a distant
point source and ambient light. In conditions in which we maximized
the available pictorial information, the ground plane was textured with
square tiles and the background objects were cubes (Fig. 3b); the cubes
were rotated randomly about axes perpendicular to the ground plane.
There was a random component to the cubes’ objective sizes, but their
projected sizes were still a cue to distance. The square tiles and cubes
created multiple vanishing points on which pictorial compensation
relies. In conditions in which we minimized the available pictorial
information, the ground plane was untextured and the background
cubes were replaced with ovoids, thereby eliminating the vanishing
points (Fig. 5¢). The size of the target ovoid had a random component
so that observers could not perform the task by using only one
dimension. The target ovoid appeared in the center of the display
screen in the first two experiments, and at three different horizontal
positions (—20°, 0° and 16° or 20°) in the third.

The stimuli in the slanted-plane task were realistic scenes consisting
of a vertical rectangular plane that lay on a ground plane with 10-20
cubes of random size (Fig. 3c). The cubes were randomly rotated about
axes perpendicular to the ground, thereby creating multiple vanishing
points. The projected sizes of the cubes were a cue to distance. The
vertical plane was textured with a rectangular grid and had a depicted
slant of 22.5° or 45°. The plane always appeared in the center of the
screen. Its size, number of cells and grid thickness had random
components so that observers could not perform the task by using
only one dimension. A control experiment validated the usefulness of
this task (Supplementary Fig. 7 online).

@ © 2005 Nature Publishing Group  http://www.nature.com/natureneuroscience

Procedure. Observers initiated each trial with a button press. The
stimulus appeared for either 2 s (ovoid) or 1 s (slanted plane). The
stimulus was then extinguished and the observer made a two-
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alternative, forced-choice response indicating whether the stimulus
was wider or narrower than a sphere or square. The next stimulus
appeared 1 s after the response. No instructions were given about where
to look during stimulus presentations, but observers reported that they
looked at the target object. The aspect ratio of the stimulus was varied
according to an adaptive one-up, one-down staircase until eight
reversals occurred. In the ovoid task, the ratio was varied in the
coordinates of the display screen. The observers were given no
instructions in this task as to which coordinate system they should
base their judgments on; none reported difficulty in doing the task, and
all produced repeatable settings. In the plane task, the staircase varied
aspect ratio in the coordinates of the depicted plane. The observers
were instructed in this task to base their judgments on the dimensions
of the depicted 3D object.

A cumulative Gaussian was fit to the data from each staircase using a
maximum-likelihood criterion®>. The estimate of the aspect ratio that
on average looked most spherical or most square-like was the mean of
the Gaussian. Error bars were the 98% confidence intervals*.

Note: Supplementary information is available on the Nature Neuroscience website
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ERRATA

Erratum: Lbx1 and T/x3 are opposing switches in determining GABAergic

versus glutamatergic transmitter phenotypes

Leping Cheng, Omar Abdel Samad, Yi Xu, Rumiko Mizuguchi, Ping Luo, Senji Shirasawa, Martyn Goulding & Qiufu Ma
Nat. Neurosci. 8,1510-1515 (2005)

This article contained a misspelling. Lhx1/2 should have read Lhx1/5 throughout the text.

Erratum: Why pictures look right when viewed from the wrong place

Dhanraj Vishwanath, Ahna R Girshick & Martin S Banks
Nat. Neurosci. 8,1401-1410 (2005)

On page 1402, the first two sentences of the second full paragraph in the second column were omitted. The paragraph should have begun as fol-
lows: “An alternative explanation, the local-slant hypothesis, suggests that location of the CoP is not recovered. Instead, the observed invariance
is due to an adjustment of the retinal-image shape based on measurements of the local slant of the picture surface at the point of interest. This
hypothesis does not require estimates of the location of or distance to the CoP”
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